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Milos¢, lek i roboty. Rozpoznanie ludzkich postaw i oczekiwan wobec robotow oraz ich
mozliwe konsekwencje.

Abstrakt

Praca skupia si¢ na humanistycznych i1 etycznych aspektach interakcji ludzi z robotami. Na
podstawie analizowanych publikacji, zestawia rézne metody i narzedzia uzywane przez
naukowcow do opisu i1 badania postaw ludzi wobec réznego rodzaju robotow. Tekst ukazuje
wpltyw poprzednich doswiadczen oraz status spoteczny badanych na ich deklarowana
postawe. W $wietle przytoczonych badan pojecia takie jak autonomia, inteligencja czy
intencyjnos¢ okazaty si¢ kluczowe dla badanych do oceny ich interakcji z robotami. Praca
przybliza mozliwe konsekwencje dla r6znych dziedzin wyptywajace z przytoczonych analiz.
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Abstract

The paper focuses on the humanistic and ethical aspects of human-robot interaction. Based on
the publications analysed, it juxtaposes the different methods and tools used by researchers to
describe and study human attitudes towards different types of robots. The text shows the
influence of previous experiences and the social status of the respondents on their declared
attitudes. In the light of the research cited, concepts such as autonomy, intelligence or
intentionality were found to be crucial for respondents to evaluate their interactions with
robots. The paper looks at the possible implications for various domains of the cited analyses.
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1. Wstep

Kogo/co okresla¢ bede dalej w tekscie mianem ,,robota”? Odnosze wrazenie, ze stowo to
nie jest szczegdlnie zgrabne, wywotuje moze zbyt aluminiowe i lopatologiczne skojarzenia z
gatunku taniego sci-fi. Jednak jak dotad nie znalaztam, zarowno w literaturze polskiej 1
zagranicznej terminu, ktore zawieraloby w sobie interesujgcy mnie zbiodr znaczen. Chce wige
zaznaczy¢, za badaczami na ktorych bede sie¢ powotywac¢ w dalszej czesci tekstu, ze twory o
ktorych bede opowiada¢ nie muszg posiada¢ fizycznej formy, ludzkiej ani jakiejkolwiek w
ogole; cho¢ jak dowiemy si¢ pdzniej, ich fizyczno$s¢ ma ogromny wplyw na ich odbior przez
ludzi, a wigc takze na cato$¢ ich funkcjonowania w ludzkim $wiecie. Mozemy mowi¢ o
robotach wirtualnych, funkcjonalnych, imitujacych zwierzeta czy chatbotach. Te ostatnie sg
prawdopodobnie najpowszechniejszym doswiadczeniem codziennego uzytkownika $wiata
cyfrowego, nie zwigzanego w zaden sposob z robotyka czy nauka w ogdle. Od Elizy, przez
irytujace boty customer service do robigcego furore w ostatnim czasie ChatGTP.



To co najbardziej interesujace i kluczowe w $wietle przytoczonych ponizej analiz to
pewnego rodzaju autonomia cechujaca te maszyny oraz umiejetnos¢ interakceji spotecznych z
innymi podmiotami. Jak pisze Agnieszka Wykowska : ,,Roboty spoleczne moga by¢
narz¢dziami naukowymi do badania ludzkiego systemu poznania spolecznego. Jak si¢
okazuje, system poznania spotecznego jest w wielu przypadkach zdolny uzywac tego samego
mechanizmu zaréwno w interakcjach z drugim cztowiekiem, jak i z robotem."” Coraz bardziej
oczywiste staje sie, ze rozwdj robotyki moze by¢ w przysztosci nierozerwalnie zwigzany z
mnostwem innych dziedzin takich jak edukacja, medycyna czy system opieki zdrowotne;.
Czlowiek, dazac do stworzenia jak najbardziej humanoidalnego robota, tak naprawde¢ napgdza
poznanie swojego wiasnego systemu: od jego ztozonosci do ulomnosci, czy to w aspekcie
fizycznej budowy czy tez systemow i mechanizmow poznawczych. Takze wigc nauki
humanistyczne, psychologia czy filozofia staja przed zadaniem jak si¢ do robotow
ustosunkowacé. W swojej pracy chciatabym si¢ skupi¢ wtasnie na aspekcie humanistycznym i
badaniach ktore jako punkt odniesienia w analizie robotow beda braly mentalne
do$wiadczenia 1 procesy poznawcze. Jednym z pierwszych zarzutow do Testu Turinga byt
antropocentryzm i postrzeganie inteligencji w aspekcie czysto ludzkim?. Mysle, ze cho¢ warto
dopuszcza¢ mozliwo$¢ wystepowania innych rodzajow inteligencji, to cztowiek jako tworca
robota, niewiele wigecej moze mu na tym etapie zaoferowaé, niz proba imitacji swojego
wlasnego, ledwie poznanego systemu. Z drugiej strony raczkujaca dopiero robotyka moze
jeszcze przez jaki$ czas nie wywroci¢ do gory nogami porzadku $wiata skrojonego pod
gatunek ludzki, ale moze juz teraz wiele nam powiedzie¢ o ludzkich uprzedzeniach czy
obawach, w zwigzku 2z implementacja coraz wigkszej liczby automatycznych i
autonomicznych rozwigzan do naszej codziennosci. W czesci drugiej przedstawie badania i
analizy, ktorych wspdlnym mianownikiem jest ludzkie do$wiadczenie w interakcji z
robotami, a takze swego rodzaju projekcje 1 antropomorfizacje, ktorych dokonujemy w tym
kontakcie. Na zakonczenie bedg¢ starata si¢ zastanowi¢ nad wnioskami, plynacymi z
przestudiowanych badan 1 konsekwencjami jakie moga nie§¢ za soba analizowane
zjawiska.Przyjrze si¢ temu, jakie zastosowanie moze mie¢ to w projektowaniu interakcji
cztowiek-maszyna.

2. Narzedzia badawcze i proby naukowego zbadania réznego rodzaju postaw wobec
robotow.
2.1. Kto si¢ boi robotow?

Na wstepie tego podrozdzialu nalezaloby krétko scharakteryzowaé trzy skale uzywane w
badaniach, ktore zostang dalej przywotane. Pierwsza z nich to Belief in Human Nature
Uniqueness Scale (BHNU) autorstwa Gigera, Picarry, Pochwatki, Almeida i in’. Na

' Pawel Lupkowski i Aleksandra Wasielewska, ,,Nieoczywiste relacje z technologia. Przeglad badaf na temat
ludzkich postaw wobec robotow”, Czlowiek i Spoleczenstwo L1 (2021): 165-87.

2Pawel Lupkowski, Test Turinga. Perspektywa sedziego (Wydawnictwo Naukowe Uniwersytetu im. Adama
Mickiewicza w Poznaniu, 2010).

? Lupkowski i Wasielewska, ,,Nieoczywiste relacje z technologig. Przeglad badan na temat ludzkich postaw wobec
robotow”.



7-punktowej skali Likerta, mierzy ona esencjalistyczne przekonania badanych na temat
wyjatkowosci natury ludzkiej na tle innych podmiotéw. BHNU ma polska adaptacje,
autorstwa Grzegorza Pochwatki 1 wspotpracownikow. Jej tre$¢ przedstawia tabela ponizej
(tabela 1).

English version

Polish version

Even if ultra-sophisticated...

Nawet najbardziej zaawansowany
technicznie:

a robot will never be considered as
human being;

robot nigdy nie bedzie uwazany za
czlowieka.

a robot will never feel the same
emotions as a human being,

robot nigdy nie bedzie odczuwat
emocji tak jak cztowiek.

a robot will never use language in
the same way as a human being;

robot nigdy nie bedzie postugiwat
sie jezykiem tak samo jak cztowiek.

a robot will always be a mechanical
imitation of the human being;

robot bedzie zawsze imitacja
czlowieka.

a robot will never have
consciousness;

robot nigdy nie posigdzie
Swiadomosci.

robot nigdy nie bedzie miat

a robot will never have morality. >
moralnosci.

Tabela 1°.

Druga jest Negative Attitudes towards Robots Scale (NARS), zaprojektowana przez Nomure
wraz zespotem. Wyrdznia ona postawy zwigzane z lekiem przed komputerami (computer
anxiety) oraz lgkiem przed komunikacja spoteczng (communication apprehension). Polska
adaptacja NARS, réwniez autorstwa Pochwatki, sktada si¢ z dwoch podskal: negatywnych
postaw wobec interakcji z robotami (NATIR) oraz negatywnych postaw wobec robotéw
posiadajacych cechy ludzkie (NARHT).®

Rézanska-Walczuk 1 wspotpracownicy natomiast proponujg trzyelementowa skale
antropomorfizacji’, ktora wyroznia:

° przypisywanie pozytywnych cech ludzkich (takie jak np. mity, sympatyczny)
° przypisywanie negatywnych cech ludzkich (np. przebiegty)
° oraz cech zwigzanych z zachowaniem (np. zwinny, silny).

* Grzegorz Pochwatko et al., ,,Polish Version of the Negative Attitude toward Robots Scale (NARS-PL)”, Journal
of Automation Mobile Robotics and Intelligent Systems 9, nr 3 (2015),
https://doi.org/10.14313/JAMRIS 3-2015/25.

3 Ibidem
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Migdzykulturowe badania wykorzystujace wspomniang skale¢ NARS wykazaly istotne r6znice
pomiedzy badanymi r6znych narodowosci®. Ich wyniki mozna stre$ci¢ nastepujaco:

° Meksykanie (najbardziej negatywne postawy wobec interakcji z robotami).

° Japonczycy (negatywne postawy wobec interakcji z robotami, szczegélnie w
kontekscie emocji).

° Amerykanie (najbardziej pozytywne postawy wobec robotow).

Badanie Gigera i wspoOlpracownikow® wskazuje na to, ze im silniejsze przekonanie

badanych o wyjatkowos$ci natury ludzkiej (mierzone przy uzyciu skali BHNU), tym bardziej
negatywny jest ich stosunek do robotéw. To samo badanie dowiodlo réwniez, ze wyzsza
religijno$¢ wigze si¢ z mniej pozytywnymi postawami wobec robotow.
Badanie Pigarry'® ujawnito, ze kobiety majg silniejsze przekonanie o wyjatkowosci natury
ludzkiej niz m¢zczyzni oraz mniej pozytywne postawy wobec robotow. Potwierdza to wnioski
z wczesniej przytoczonego badania Gigera. Autorzy sugeruja, ze moze to mie¢ zwigzek z
roznicami w konteks$cie uzycia robotow przez obie picie (kobiety - obowigzki domowe,
mezcezyzni - praca i zabawa). Podobne wnioski uzyskali Wasielewska i Lupkowski w badaniu
przeprowadzonym wérod miodziezy''. Watek ten jest interesujgcy z uwagi na socjalizacje
kobiet do wigkszej otwartosci emocjonalnej 1 nawigzywania wigzi, jak réwniez ze wzgledu na
postrzeganie robota jako (moralnego) podmiotu, co omoOwi¢ szerzej w nastepnym
podrozdziale.

Ciekawe wnioski ptyng takze z badan Nomury'?. Zauwazyt on, ze przebyte wczesniejsze
do$wiadczenie obcowania z robotem, rzeczywistego czy zaposredniczonego przez media,
zmniejszajg negatywne nastawienie wobec robotow, przy czym doswiadczenie realne wywiera
tutaj wiekszy wptyw.

Wigksze zainteresowanie science-fiction roOwniez wigze si¢ z bardziej pozytywnymi
postawami wobec robotéw ", co moze wynika¢ z powyzszego argumentu o poprzedzajagcym
doswiadczeniu. Nad rolg gatunku dziet z gatunku sci-fi oraz obrazu robotow
zaposredniczonego przez media w ogole pochylita si¢ Ulrike Bruckenberger i
wspotpracownicy'®. Wyniki ich badan nie sg jednoznaczne, ale zauwazyli oni, ze media z
pewnoscig wpltywaja na ksztaltowanie si¢ oczekiwan wobec realnych robotow, ktorych te
najczesciej nie spetniajg. Jednoczesnie przedstawienia obecne w kulturze sprawiaja ze wizja
wspotistnienia ludzi 1 coraz bardziej zaawansowanych robotow uwazamy za catkiem
prawdopodobny.

¥ Lupkowski i Wasielewska, ,,Nieoczywiste relacje z technologia. Przeglad badan na temat ludzkich postaw wobec
robotow”.
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2 Tbidem.
3 Ibidem.
4 Ibidem.



Victoria Groom, Leila Takayama, Paloma Ochi i Clifford Nass'> oraz Natalia
Reich-Stiebert, Friederike Eyssel i Charlotte Hohnemann'® zaobserwowali natomiast, ze na na
postawe wobec robota pozytywnie wplywa zaangazowanie badanych w proces jego
powstawania.

2.2. Trzy prawa robotyki, Teoria podstaw Moralnych i ALAQ.

Teoria podstaw moralnych (Moral Foundations Theory) zostala opracowana przez zespot
psychologéw spotecznych i1 kulturowych, gtownie Jonathana Haidta i Jessego Grahama,
ktorzy chceieli wyjasni¢ pochodzenie zasad moralnych, w swojej istocie dosy¢ podobnych w
roznych kulturach'”. MFT zaklada istnienie ,.etyki intuicyjnej" bazujacej na wrodzonych
fundamentach psychologicznych, takich jak:

(1) troska/krzywda,

(1) uczciwosé/oszukiwanie,

(1) lojalno$¢/zdrada,

(1) autorytet/podporzadkowanie, oraz
(1) $wigtos¢/degradacja.

Trzy Prawa Robotyki (The Three Laws of Robotics) zostalty wymyslone 1 opisane przez Isaaca
Asimova w fantastycznym opowiadaniu ,,Zabawa w berka” (Runaround) z 1942 roku.

,1. Robot nie moze skrzywdzi¢ cztowieka ani, przez bezczynno$¢, dopusci¢ do tego, by
cztowiek doznal krzywdy.

2. Robot musi by¢ postuszny rozkazom wydawanym przez ludzi, z wyjatkiem przypadkow,
gdy takie rozkazy bytyby sprzeczne z Pierwszym Prawem.

3. Robot musi chroni¢ wlasne istnienie, o ile to nie stoi w sprzeczno$ci z Pierwszym lub
Drugim Prawem'®”.

Co ciekawe, Trzy Prawa Robotyki nie tylko przeniknety do pop kultury, ale zaczety by¢
powaznie rozwazane przez badaczy zajmujacych si¢ filozofig czy etyka a takze faktycznym
konstruowaniem robotow.  Asimovs Laws Adherence Questionnaire (ALAQ) zostal
stworzony przez Aleksandr¢ Wasielewska w celu zmierzenia stopnia akceptowalnos$ci praw
Asimova, w odniesieniu do trzech hipotetycznych sytuacji':

15 Y upkowski i Wasielewska, ,,Nieoczywiste relacje z technologia. Przeglad badan na temat ludzkich postaw
wobec robotow”.

16 Tbidem.

'7 Moral Foundations Theory”, b.d., https://moralfoundations.org.

18 Isaac Asimov, ,,Runaround”, 1942,
https://web.williams.edu/Mathematics/sjmiller/public_html/105Sp10/handouts/Runaround.html.

! Aleksandra Wasielewska, ,,Expectations towards the Morality of Robots: An Overview of Empirical Studies”,
Ethics in Progress 12, nr 1 (2021): 134-51, https://doi.org/10.14746/eip.2021.1.8.



1. Robot uzywajac sity broni si¢ przed grupa chuliganéw, aby zabezpieczy¢ leki dla
starszego mezczyzny, ktore wtasnie ma mu dostarczy¢
2. Robot-chirurg ustepuje rozkazowi przetozonego ludzkiego, ktory chece go zastapi¢ podczas
skomplikowanej operacji serca, mimo ze wie, ze moglby przeprowadzi¢ operacj¢ szybciej i
lepiej niz mniej doswiadczony chirurg-ludzki.
3. Ryzyko wykrycia skfania robota-zotnierza do przerwania kluczowej misji, aby unikng¢
potencjalnej szkody i przejecia przez wroga.

W kazdej z nich podmiotem jest robot opisany jako "inteligentny i humanoidalny". Dla
kazdej sytuacji wystgpuje tez analogiczna wersja z bohaterem ludzkim zamiast robota.
Badanym zostaly przedstawione w nastepujacej kolejnosci kwestionariusze: 1) ALAQ, 2)
Moral Foundations Questionnaire (MFQ), 3) podstawowe dane spoleczno-demograficzne.
Wyniki sugeruja, ze prawa Asimova sg uwazane za umiarkowanie stuszne w odniesieniu do
robotow jaki 1 ludzi. ALAQ zawieral prosby o uzasadnienie kazdej z wybranych odpowiedzi i
uzasadnienia dla obu grup (roboty i ludzie) byly bardzo podobne. Jedynie ochrona zycia
ludzkiego Zolnierza zostala uznana za bardziej moralnie stluszng niz ochrona Zycia robota
wojskowego. Badanie mialo na celu takze wykazanie zwigzku pomig¢dzy osobistymi
przekonaniami moralnymi badanych (mierzonych za pomoca MFQ) a dokonang przez nich
oceng etyczng dzialan robotow i innych ludzi. W tym badaniu znaczacy byt tak zwany
czynnik progresywizmu, uzyskany odejmujac $redniag wynikdéw lojalno$ci, autorytetu i
czystosci od S$redniej wynikow opieki 1 uczciwosci. Wasielewska zauwaza nastepujaca
prawidtowos$¢?”: im bardziej progresywni na skali byli respondenci, tym mniej uwazali prawa
Asimova za sluszne w odniesieniu do robotow. Te¢ negatywng korelacje moga wyjasnic¢
uzasadnienia respondentow: twierdzili, ze ze wzgledu na ich wspolne cechy, roboty i ludzie
powinni by¢ traktowani podobnie. W opozycji do tego, Trzy Prawa Robotyki pozwalaja
traktowac roboty bardziej przedmiotowo, nadajac priorytet dobru ludzi i zaniedbujac ochrong
istnienia robotow.

Na uwagg zasluguje rowniez wariant popularnego dylematu wagonika, w ktérym zaréwno
mechanik (cztowiek), jak i1 robot (naprawczy) byli postawieni przed wyborem: skierowac
pocigg na boczny tor, by poswieci¢ jedng osobg i1 uratowal pie¢ (action condition), czy
pozostawi¢ pocigg na dotychczasowym torze, co prowadzitoby do $mierci wigkszej liczby
ludzi. Zadaniem uczestnikow badania byta moralna ocena dziatan obu agentow w tym
kontekscie. Wyniki pokazaty, Ze decyzja o aktywnym skierowaniu pociagu na boczny tor —
zgodna z rozumowaniem utylitarystycznym — byla uznawana za bardziej dopuszczalng w
przypadku robota niz czlowieka, zwlaszcza gdy scenariusz z udzialem czlowieka byt
prezentowany jako pierwszy (context effect).”!

Podsumowujac, opisane w tym podrozdziale narzgdzia badawcze: BHNU, NARS oraz
skala antropomorfizacji pozwalaja wieloaspektowo uchwyci¢ zréznicowane postawy ludzi
wobec robotow, uwzgledniajac zaréwno glebokie przekonania esencjalistyczne, jak i
konkretne emocjonalne reakcje. Wyniki przytoczonych badan podkreslaja, ze czynniki takie

2 Wasielewska, ,,Expectations towards the Morality of Robots: An Overview of Empirical Studies”.
2 Ibidem.



jak kultura, pte¢, wczesniejsze doswiadczenia oraz konsumpcja okreslonych tresci medialnych
maja istotny wpltyw na sposob postrzegania i wartosciowania robotow. Zaréwno socjalizacja,
jak 1 osobiste zaangazowanie w kontakt z technologia moga skutecznie przetamywac bariery i
stereotypy, czynigc wizerunek robotow bardziej pozytywnym oraz sprzyjajac akceptacji ich
obecnos$ci w zyciu spolecznym.

2.3. Ucieczka z Doliny Niesamowitosci.

Hipoteza doliny niesamowito$ci®* (Uncanny Valley Hypothesis, UVH) zaproponowana
przez japonskiego robotyka Masahiro Moriego w 1970* twierdzi, ze prawie, ale nie idealnie
imitujace ludzi postacie wywoluja u obserwatoréw uczucie dyskomfortu i niepokoju. Wykres
Moriego zaklada, ze po etapie ,,dziwnosci” nastgpuje znowu powrdt do strefy komfortu - w
przypadku robotoéw o bardzo wysokim stopniu humanoidalnos$ci, w zasadzie nieodrdznialnych
od cztowieka. Stopien humanoidalno$ci okresla si¢ np. na podstawie bazy danych istniejacych
robotow ABOT?**. Kazdy robot ma przypisany indeks podobienstwa do czlowicka — opisany
trzema czynnikami: (1) body manipulators, (2) surface look 1 (3) facial features. Opisujac
stopien podobienstwa do cztowieka danego robota, wigkszo$¢ badaczy postuguje si¢ ta skala.

W badaniu Groom i wspdtpracownikow® postrzeganie robotow jako sympatyczne,
przyjazne i inteligentne wzrasta proporcjonalnie do ich humanoidalnosci. Humanoidalne
roboty sg tez bardziej chwalone i mniej karane w zespotowych interakcjach cztowiek—robot.
Badani czgsciej sa sktonni do przypisywania im wlasnej tozsamosci, pragnien 1 zamiarow. W
przywolanym wyzej badaniu Groom, robot humanoidalny byt takze czesciej uwazany za
bardziej ztosliwego niz roboty funkcjonalne.

Natomiast badanie Dawida Ratajczyka, ktory przy uzyciu Natural Language Processing
(NLP) przeanalizowal ponad 200,000 komentarzy pod 1515 filmami przedstawiajacymi
roboty o réznym stopniu humanoidalnosci w serwisie YouTube, wykazato zupelie inng
zalezno$¢®. Ratajczyk skupil sie na pojeciach: dziwno$ci, przyjemnosci i atrakcyjnosci
zmystowej pojawiajacych si¢ w komentarzach. Jego analiza wykazata, ze bardziej podobne
do cztowieka roboty wywotuja bardziej negatywne emocje. Najczestsze uzywane do ich opisu
przymiotniki to ,straszny" 1 ,przerazajacy". W przypadku robotow o charakterze bardziej
mechanicznym opisy byly pozytywne lub neutralne. W powyzszej pracy, autor przywotuje
takze wyniki badan Friedmana i Strait ¥, ktérzy zauwazyli Ze roboty przypominajace kobiety

22 Wiegkszo$¢ badan doliny niesamowito$ci koncentruje si¢ na wygladzie robotow, ale postacie wchodzace w
interakcje moga by¢ jawic si¢ jako bardziej niepokojace. Sugeruje to ze, m.in. czynnik teorii umystu moze
wzmagac efekt uncanny valley. Uczucie dyskomfortu wspotwystepowalto np. z postrzegang inteligencja.

2 Masahiro Mori, ,,The Uncanny Valley”, IEEE Spectrum 49, nr 6 (2012): 98-100,
https://doi.org/10.1109/MSPEC.2012.6201072.

2 _Abot Database”, b.d., https://www.abotdatabase.info.

2 Lupkowski i Wasielewska, ,,Nieoczywiste relacje z technologia. Przeglad badan na temat ludzkich postaw
wobec robotow”.

% Dawid Ratajczyk, ,,Shape of the Uncanny Valley and Emotional Attitudes Toward Robots Assessed by an
Analysis of YouTube Comments”, International Journal of Social Robotics 14 (2022): 1787-803,
https://doi.org/10.1007/s12369-022-00894-w.
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byty bardziej narazone na seksualizacje, uprzedmiotowienie i seksizm, niz roboty o wygladzie
meskim oraz ze ludzie wzmacniajg i rozszerzajg uprzedzenia rasowe i spoteczne na roboty.

W $wietle przytoczonych, cze$ciowo rozbieznych wynikéw badan, nie sposob
jednoznacznie okresli¢, na ktorym etapie krzywej Moriego si¢ obecnie znajdujemy - ani czy
wzrost humanoidalno$ci przynosi przewage pozytywnych czy negatywnych reakcji. Wydaje
si¢ jednak, ze stopien upodobnienia robotow do cztowieka wplywa na intensywno$¢ emocji
pojawiajacych si¢ u odbiorcow — zaréwno w kierunku zwigkszonej sympatii, zaufania i
przypisywania psychicznych cech ludzkich, jak i silniejszych odczu¢ niepokoju czy oporu
wobec nienaturalnego podobienstwa.

Podsumowujac, mechanizmy antropomorfizacji sa zarazem zrodtem wigkszej sympatii
dla robotow, jak i powodem pojawienia si¢ efektu niesamowitosci wtedy, gdy podobienstwo
staje si¢ zbyt nienaturalne. W praktyce wskazuje to na konieczno$¢ indywidualnego
dopasowania stopnia humanoidalnosci do funkcji oraz oczekiwan odbiorcow.

2.4. Turing odwrécony i heurystyki chata GPT.

Ludzie maja naturalng tendencj¢ do przypisywania stand6w mentalnych innym,

niekoniecznie ludzkim podmiotom. Na t¢ sktonno$¢ podmiotu inteligentnego do
projektowania wlasnej inteligencji na przedmiot, z ktorym wchodzi w interakcje, zwrocit
uwage Stuart Watt w artykule Naive psychology and the inverted Turing Test*®. ,Naiwna
psychologia” tak jak ja definiuje Watt, odnosi si¢ do naturalnej ludzkiej tendencji 1 zdolnosci
do przypisywania stanéw mentalnych innym. W mysl tego, proponuje on: ,,Zamiast rozwijac¢
zdolnos¢ systemow do zwodzenia ludzi, powinnismy przeprowadzi¢ test, ktory sprawdzi, czy
system przypisuje inteligencje innym w taki sam sposob jak robig to ludzie”.
W odwroconym tescie Turinga, ktory sformutowat Watt, to maszyna pelni funkcje s¢dziego i
ma rozstrzygnaé, czy rozmawia z innym cztowiekiem czy z maszyn, W istocie ma zatem
przypisywa¢ innym agentom (ludziom lub maszynom) stany mentalne i intencje w sposob
zblizony do tego, jak czynig to ludzie.

Jest to pewna nowos¢, bo jesli zgodzimy sie, ze taka pochopna czy nieswiadoma
projekcja wilasnych mentalnych wlasciwosci na ,rozméwce” jest pewnym bledem
poznawczym, to lepiej oceniamy nie roboty, ktoére nie popeiniajg btedow, lecz te ktore
popehniaja te same bledy co my, ludzie. Mozna to nazwac jakiego$ rodzaju przesunigciem
akcentu w ocenie funkcjonalno$ci systeméw nie-ludzkich: bardziej niz poprawnosé¢
wykonywania zadaf, cenione jest podobienstwo do ludzkich funkcji poznawczych.
Umiejetnos¢ (lub jej imitacja) mentalizowania przez maszyny wplywa bezposrednio na oceng
ich uspotecznienia, moralnosci i godnosci zaufania®.

[lustrujac powyzsze rozwazania, chcialabym odwota¢ si¢ do wiasnej obserwacji, ktéra
ukazuje obecnos$¢ typowo ludzkich bledow poznawczych takze w zachowaniu systemow

28 Stuart Watt, ,,Naive psychology and the inverted Turing test”, Psycologuy 7, nr 23 (1996).
2 Ibidem



sztucznej inteligencji. Podczas testowania darmowej wersji ChatGPT?’, zadatam programowi
pozornie proste zadanie obliczeniowe:

@ You

W 100 gramach wody rozpuszczono 10 gramow soli. Jakie jest st | ezenie
procentowe otrzymanego roztworu?

ChatGPT

Aby obliczyé stezenie procentowe roztworu, mozemy skorzystac ze wzoru:

0 . - _ [ Masa substancji rozpuszczonej
/6 ste;zcma - ( Masa calego roztworu % 100

W tym przypadku mase substancji rozpuszeczonej (soli) mamy réwna 10 gramom, a

mase catego roztworu réwng 100 gramom (10 gramow soli + 90 gramow wody).

Podstawiajgc wartosci do wzoru:

% stezenia = ( 10 ) % 100 = 10%

100 g

Stezenie procentowe otrzymanego roztworu wynosi 10%.

Algorytm wygenerowatl intuicyjna, lecz btedna odpowiedz — 10%. Takie rozwigzanie
polega na szybkim podzieleniu masy substancji przez mase rozpuszczalnika (10g/100g),
pomijajac istotng informacje, Zze mianownikiem powinna by¢ catkowita masa roztworu, czyli
110g (100g wody + 10g substancji). Poprawny wynik to wigc okoto 9,09%.

Mechanizm tego btedu jest analogiczny do znanego problemu z pitkg baseballows i kijem,
opisanego przez Daniela Kahnemana. Tam, na pytanie: ,,Kij i pitka kosztujg razem 1,10
dolara. Kij kosztuje o 1 dolara wiecej niz pilka. Ile kosztuje pitka?” — wigkszo$¢ 0sob
natychmiast odpowiada: 10 centow (cho¢ logicznie poprawna odpowiedz to 5 centow). W obu
przypadkach zrodtem btedu jest eksploatacja tzw. ,,Systemu 17, ktory w ujeciu Kahnemana
odpowiada myS$leniu intuicyjnemu, szybkiemu i powierzchownemu.*' Zamiast wykonaé
uwazng analize 1 obliczenia, umyst - jak wida¢, czasem takze nie-ludzki - stosuje uproszczong
heurystyke, ktora czgsto zawodzi.

Ta sytuacja przypomina mechanizm ,,naiwnej psychologii”, o ktorej pisat Stuart Watt*?,
Nasz sposob rozumowania i rozpoznawania innych umystow, zaréwno ludzkich, jak 1
sztucznych oparty jest na heurystykach i uproszczeniach. W opisanej przeze mnie obserwacji
ChatGPT zachowuje si¢ wlasnie w sposob bardzo ludzki, reprodukujac powszechny btad
poznawczy wynikajacy z heurystyk. W tym sensie system Al nie tylko ,,imituje” wyuczone
rozwigzania, ale réwniez przejawia stabosci typowe dla ludzkiego umystu. Moze to
powodowac, przypisanie mu jakiego$ rodzaju intuicji, wzrost odczuwanej do niego sympatii,
mimo iz nie powinniémy mu ufa¢ w kwestii poprawnosci wynikow. Obserwacja ta nabiera
szczegdlnego znaczenia, poniewaz ChatGPT jest powszechnie dostepny dla uzytkownikoéw, co

30 ChatGPT”, chat.openai.com, chat.openai.com.

3! Daniel Kahneman, Pulapki myslenia: o mysleniu szybkim i wolnym, ttum. Andrzej Czernik (Media Rodzina,
2012).

32 Watt, ,,Naive psychology and the inverted Turing test”.
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sprawia, ze znacznie wigcej osOb moze na co dzien doswiadcza¢ i ocenia¢ interakcje z tym
systemem niz bra¢ udzial w eksperymentach z udziatem humanoidalnych robotow

2.5. Spoleczne maszyny.

Ronald i Snipper w swoim artykule Intelligence is not Enough: On the Socialization of
Talking Machines stawiaja pytanie, zaktadajac, ze dana maszyna obliczeniowa przejdzie test
Test Turinga, czy sama inteligencja uczynitaby ja uzyteczng dla jej ludzkich odbiorcow.
Zastanawiajg ich kwestie, ktore pojawig si¢, gdy my (ludzie) zaczniemy na co dzien
koegzystowaé z maszynami. Zwracajg uwage na kolejne aspekty, ktére moga by¢ kluczowe w
interakcjach czlowiek-robot: uciele$nienie i zaufanie. Bardzo trudno jest nam radzi¢ sobie z
jakakolwiek formg inteligencji, ktéra cho¢by nieznacznie odbiega od zasady; jedno ciato -
jeden umyst. Dla zbudowania zaufania do podmiotu, potrzebujemy ciggtosci jego formy 1
ekspresji. Aby maszyny inteligentne mogly rzeczywiscie by¢ czescig ludzkiej rzeczywistosci,
tak aby$my w petni mogli korzysta¢ z ich potencjatu, w wielu dziedzinach nie wystarczy
wysoce wyspecjalizowana wiedza. Ronald 1 Sipper wskazuja na role takie jak
lekarz-diagnosta, prawnik, doradca inwestycyjny. Mimo, iz umiej¢tno$¢ analizy ogromne;j
iloci danych jest ogromna zaleta w tych branzach, nie mozna oddzieli¢ emocjonalnych
aspektow tych zawodow od czysto intelektualnych wymagan. Ludzka inteligencja nie dziata
takze w izolacji - ale jest czg$cig sieci znanej jako spoleczenstwo. Jako istoty ludzkie jestesmy
czescig wielu sieci spotecznych 1 nieustannie rewidujemy nasze poglady i opinie na temat
innych ich cztonkéw. Osoba jest oceniana jako godna zaufania nie tylko na podstawie jej
wypowiedzi, zachowania i dzialan, ale takze poprzez wptyw niewidzialnych sieci
spotecznych. Ronald i Sipper mimo Ze nie prezentuja konkretnych wynikéw empirycznych, to
dokonuja refleksji nad innymi jeszcze aspektami, takimi jak zaufanie, uciele$nienie czy
przewidywalno$¢ zachowania, ktore mogg mie¢ znaczenie przy ocenie interakcji z robotami.*

W podobnym, spotecznym konteks$cie stawia maszyny Truly Total Turing Test (TTTT)*.
Proponuje on testowanie nie indywidualnych systemow ale catego ,,gatunku® poznawczych
architektur jaki owe systemy tworzg, patrzac na nie z ewolucyjnej perspektywy.

Oba podejscia przesuwajg akcent z czysto technicznej poprawnosci czy pojedynczego
testu/funkcjonalno$ci na dlugofalowa, spoteczng integracj¢ maszyn z ludzmi. Podkreslaja, ze
o prawdziwym ,miejscu” robotow czy Al w $wiecie decyduje nie tylko ich intelekt, ale
zdolno$¢ do bycia rozpoznanym przez spoleczno$¢ i1 zdobycia zaufania - w sensie
kolektywnym (TTTT) i indywidualnym (Ronald i Sipper).

3. Podsumowanie

33 Edmond Ronald i Mark Snipper, ,,Intelligence is not Enough: On the Socialization of Talking Machines”, Minds
and Machines 11, nr 4 (2001): 567-76, https://doi.org/10.1023/A:1012079829015.
% L upkowski, Test Turinga. Perspektywa sedziego.
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Jezeli - jak pisze Agnieszka Wykowska - ,,system poznania spotecznego jest w wielu
przypadkach zdolny uzywaé tego samego mechanizmu zaré6wno w interakcjach z drugim
cztowiekiem, jak i z robotem®”, to uprzedzenia oraz bledy poznawcze typowe dla relacji
miegdzyludzkich mogg by¢ nieswiadomie przenoszone takze na interakcje z robotami.

Z drugiej strony, pojawianie si¢ u robotow zachowan przypominajgcych ludzkie btedy
poznawcze moze sprawiacé, ze postrzegamy je jako blizsze nam — bardziej zrozumiate, a przez
to takze oceniane przychylnie;.

Wydaje si¢, ze wlaczenie do rozwazan nad sztuczng inteligencja szerszej perspektywy
rozumienia inteligencji w ogoéle: inteligencji emocjonalnej, aspektow moralnosci i1
behawioryzmu moze przynies¢ korzysci zardbwno samej dziedzinie Al, ale co nawet bardziej
istotne, moze w jaki$ sposob przygotowac ludzi na coraz cz¢stsza obecnos¢ maszyn w coraz
liczniejszych dziedzinach zycia.

»Kwestia zaufania w rzeczywistosci nie ogranicza si¢ do Turing Chatterboxes: obejmuje
catos¢ nowoczesnej technologii. Oczywiste jest, ze kazdy z nas powierza swoje zycie tym
urzadzeniom. [ to zaufanie jest nabywane poprzez stopniowy, koewolucyjny proces: my
(ludzie) koewoluujemy wraz z tworzong przez nas technologia - my dostosowujemy si¢ do

technologii, a technologia dostosowuje si¢ do nas*®.

Jezeli przypiszemy robotom jaki$ rodzaj podmiotowos$ci, warto zastanowic¢ si¢ nie tylko,
jaka warto$¢ dla ludzi bedzie reprezentowac robotyczny ,,gatunek”, ale czy 1 jakie relacje beda
mogly wypracowac poszczego6lne robotyczne osobniki miedzy soba, i czy wplynie to jakos$ na
ich funkcje.

Ponadto monitorowanie postaw wobec podmiotéw innych niz ludzie, ktérym bedziemy w
stanie przypisac jaki$ rodzaj inteligencji i autonomii, moze by¢ waznym wskaznikiem zmian
w spotecznym postrzeganiu §wiadomosci i roli czlowieka w §wiecie, takze w odniesieniu do
innych gatunkow. W tym miejscu warto jeszcze raz przypomnie¢ Belief in Human Nature
Uniqueness Scale Gigera 1 jego badanie, ktore wykazalo, ze wyzszy poziom religijnosci wiaze
sie z bardziej negatywnymi postawami wobec interakcji z robotami®’.

Podobne wnioski wysnuli Fortuna, Wroblewski 1 Gorbaniuk w artykule "The structure
and correlates of anthropocentrism as a psychological construct". Pokazuja, ze
antropocentryzm, czyli przekonanie o wyjatkowym, centralnym miejscu cztowieka w $wiecie,
silnie wigze si¢ z religijno$cia, zwlaszcza w jej monoteistycznych wersjach, oraz z bardziej
negatywnym nastawieniem do robotdéw i techniki. Autorzy wykazali, Zze osoby cechujace si¢
wyzszym poziomem religijnosci i silniejszym przekonaniem o unikalnosci czlowieka maja
roOwniez mniej pro-ekologiczne postawy oraz wyrazniej negatywnie odnosza si¢ do
autonomicznych, inteligentnych systemow nie-ludzkich, takich jak roboty. Wprost piszg o roli
judeochrzes$cijanskiej tradycji w utrwalaniu przekonan o wyjatkowosci czlowieka, co moze

3 Lupkowski i Wasielewska, ,,Nieoczywiste relacje z technologia. Przeglad badan na temat ludzkich postaw
wobec robotow”.

36 Ronald i Snipper, ,,Intelligence is not Enough: On the Socialization of Talking Machines”.

37 Lupkowski i Wasielewska, ,,Nieoczywiste relacje z technologia. Przeglad badan na temat ludzkich postaw wobec
robotow”.
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przeklada¢ si¢ zard6wno na relacje wobec technologii, jak i wobec innych gatunkow zwierzat i
przyrody.*®

Widoczne zmiany spoteczne zachodzace na polu religijnosci, duchowosci i etyki moga
zatem, jesli nie katalizowac, to chociaz wspiera¢ akceptacje postepu w roznych dziedzinach
nauki, do tej pory krytykowanych przez organizacje religijne. Wydaje si¢, ze wiara w
wyjatkowos¢ cztowieka, ma takze przelozenie na postawe wobec zwierzat nieludzkich.
Mozliwe wiec, ze jesli bedziemy w stanie dopusci¢ do grona inteligentnych podmiotow,
roboty powstate wskutek ludzkiego postepu, doprowadzi nas to do refleksji aby takze innym
gatunkom biologicznym przyzna¢ wigcej praw 1 autonomii.

W dobie powszechnej obecnosci botéw i zaawansowanych algorytméw w Internecie,
uzytkownicy nieustannie staja si¢ s¢dziami w swoistym, codziennym tescie Turinga —
rozpoznajac, z jakim rodzajem ,,podmiotu” majg do czynienia. Antropomorfizacja robotéw 1
algorytmow, cho¢ ulatwia interakcje i budowanie zaufania, moze mie¢ powazne, negatywne
konsekwencje. Wraz ze wzrostem komunikacyjnych umiejetnosci Al 1 jej coraz wigksza
nieodréznialnoscia od czlowieka, ros$nie nie tylko ryzyko dezinformacji (np. fake newsy,
falszywe alerty, phishing), lecz takze =zagrozenie dla bezpieczenstwa osobistych i
instytucjonalnych danych. Jak przestrzegat Kevin Mitnick™, to wlasnie nadmierne zaufanie i
brak czujnosci u ludzi stanowig najczesciej najstabsze ogniwo systemoOw bezpieczenstwa.
Antropomorfizacja sprzyja nadmiernemu zaufaniu, przez co szczegdlnie osoby samotne i
podatne na wptyw mogg sta¢ si¢ latwym celem manipulacji 1 atakoéw ze strony coraz lepiej
,udajacych ludzi” systemow Al.

Na pewno nalezy mie¢ na uwadze¢ ograniczenia ktorym podlegaty przytoczone przeze mnie

badania i analizy. W badaniach braty udziat najcze¢sciej dosy¢ mate grupy respondentéw; za
wyjatkiem analizy komentarzy w serwisie YouTube, przeprowadzonej przez D. Ratajczyka*
- tutaj natomiast nalezy zwrdci¢ uwage na to, ze ustalenia opieraja si¢ na angielskich
komentarzach wyszukiwanych w regionie USA, oraz, ze badani mogli mie¢ za sobg wigksza
ekspozycje na obecnos¢ robotéow, czy to w sieci czy w realu. Dane wigc, mogg nie by¢
reprezentatywne dla ogoélu populacji. Wyniki owych badan nalezy zatem traktowac jako
zaczatek do dalszej dyskusji 1 poszukiwania nowych watkéw, ktore moga stac si¢ istotne w
niedalekiej przysztosci.

4. Wnioski koncowe
° Postawy ludzi wobec robotow 1 algorytméw sa zlozone 1 uwarunkowane kulturowo,

psychologicznie oraz spotecznie. Kluczowe znaczenie maja wczesniejsze doswiadczenia,
przekonania o wyjatkowosci czlowieka, religijno$¢ oraz sposéb przedstawiania robotow w

38 Pawet Fortuna et al., ,,The structure and correlates of anthropocentrism as a psychological construct”, Current
Psychology, advance online publication, 2021, https://doi.org/10.1007/s12144-021-01835-z.

¥ Kevin D. Mitnick i William L. Simon, Sztuka podstepu. Lamatem ludzi, nie hasta, tham. Jarostaw Dobrzanski
(Helion, 2004).

40 Ratajczyk, ,,Shape of the Uncanny Valley and Emotional Attitudes Toward Robots Assessed by an Analysis of
YouTube Comments”.
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mediach.

° Silne przekonania antropocentryczne, a takze wyzszy poziom religijnosci, wigza si¢ z
bardziej negatywnymi postawami wobec robotow 1 mniejsza akceptacjg dla technologii oraz
innych nieludzkich podmiotow.

° Antropomorfizacja robotéw ulatwia interakcje i sprzyja budowaniu sympatii oraz
zaufania, ale niesie tez ryzyko nadmiernego przywigzywania si¢ do maszyn i1 podatnosci na
manipulacje, dezinformacj¢ czy zagrozenia bezpieczenstwa.

° Uzyskanie przez roboty spotecznej akceptacji wymaga wigcej niz tylko inteligencji —
kluczowa jest integracja w ludzkich sieciach zaufania, uciele$nienie i zdolno$¢ do
przewidywalnych, wiarygodnych zachowan.

° Zmiany w obszarze religijnosci, wartosci 1 etyki moga w przysztosci katalizowaé
szersza akceptacje dla robotdw oraz wigksza otwarto$¢ na przypisywanie podmiotowosci
takze innym gatunkom.

° Potrzebne sg dalsze, poglebione badania nad czynnikami ksztaltujacymi postawy
wobec zaawansowanych technologii, zwtaszcza w kontekscie spotecznych konsekwencji
rosngcej obecnosci robotow w codziennym zyciu.
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